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Abstract

Phishing attacks via email remain a major entry point for security
and privacy breaches in hospitals. In the European Union, faced
with both regulatory pressure to act and limited resources for cy-
bersecurity, hospitals may resort to minimal-effort, off-the-shelf
anti-phishing interventions such as warning banners in enterprise
email systems. However, their effectiveness remains uncertain, par-
ticularly given the highly diverse workforce comprising medical,
nursing, functional, administrative, IT, and other staff groups. We
conducted a large-scale phishing simulation at a German university
hospital, targeting 7,044 email accounts, to analyze how phishing
susceptibility varies across staff groups, how email characteristics—
such as timing, tone, context, and persuasive framing—influence
susceptibility, and how 11 common in-situ anti-phishing interven-
tions affect risky staff behavior. We found that susceptibility but
also intervention effectiveness differed markedly across staff groups.
Even a small number of phishing emails posed a substantial risk
that persisted for about three days. The most effective interventions
involved robust technical detection, including spam filtering and
in-email phishing warnings. Friction-based measures, such as dis-
abling links and active warning pages, showed mixed but promising
effects. In contrast, display name suppression and the widely used
method of generic [EXTERNAL ] email tagging had no or inconsistent
effects. Surveys revealed that some staff reacted with fear, shame,
guilt, and hostility, highlighting the ethical challenges of such sim-
ulations. Our findings provide actionable guidance for phishing
resilience in healthcare and similarly complex organizations.
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1 Introduction

Hospitals are increasingly targeted by cyberattacks [28, 38]. Phish-
ing, in particular, remains a major entry point for cybersecurity and
privacy incidents [28], often resulting in the compromise of sensi-
tive data such as electronic health records [89]. 2-3% of incoming
email and web traffic in a UK NHS trust was flagged as suspicious,
demonstrating a high baseline risk [62]. At the same time, hospitals
in the European Union (EU) rank in the lower midfield in cyberse-
curity readiness and funding compared to other sectors [29]. Key
challenges include fragmented IT systems, a heterogeneous work-
force, work processes that conflict with common security measures,
and persistent shortages in financial resources and skilled IT and
cybersecurity staff [18, 23, 44, 76]. This reflects a long-standing un-
derregulation and underfunding of cybersecurity in the healthcare
sector. A shift began in 2016 with the introduction of the Directive
on Security of Network and Information Systems (NIS1) [25], the
first legally binding EU-wide cybersecurity directive, which pro-
moted stronger cyber resilience in critical infrastructures, such as
healthcare. However, NIS1 had a limited impact due to delays and
inconsistent implementation across member states. To address this,
the EU introduced the NIS2 Directive [27], which came into force in
October 2024. NIS2 introduced stronger enforcement mechanisms,
including audits, fines, and management liability. NIS2 is also the
first EU directive to explicitly mandate robust, human-centered
cybersecurity measures. To support this shift, the EU has recently
launched dedicated funding programs for hospitals [26] and backed
research into security measures and awareness programs that fit
hospital workflows and constraints [58].

Improving resilience requires time and significant changes in IT
systems, processes, and staff awareness. Yet under NIS2, hospitals
and other organizations face immediate pressure to act. Phishing is
an area where a quick and seemingly low-cost response is to utilize
readily available anti-phishing interventions already included in
widely adopted systems such as Microsoft 365, Google Workspace,
or Barracuda, with minimal impact on infrastructure. These tools
often include, or can be extended with, in-situ features such as
warning banners or external sender tags, which vendors actively
promote [35, 54, 57]. This raises a central question: If hospitals are
vulnerable to phishing and required to act, how effective are these
common and readily available anti-phishing interventions?

Answering this question for hospitals in the EU seems particu-
larly challenging due to strict labor and privacy regulations that—
other than in the U.S. [36, 37, 40]—often prohibit individual tracking,
making it difficult to assess phishing simulations, trainings, and in-
terventions effectively [76]. Previous phishing simulations in the EU
have been halted after backlash over deceptive emails, showing that
such exercises can cause serious organizational disruptions [64].
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To explore this question, we conducted two phishing simula-
tion studies in a large German university hospital, targeting 7,044
email accounts. In Study I, we compared 12 phishing emails using a
Plackett-Burman design [61] to assess which email characteristics
influence susceptibility. In Study II, we used a between-subjects
experimental design to test 11 anti-phishing interventions. All were
drawn from commercial products and recent research, and required
minimal or no changes to the hospital’s existing infrastructure.
Given the ongoing strain in EU hospital work environments follow-
ing COVID-19 [3], we also examined how staff emotionally respond
to phishing simulations. Past efforts resulted in negative staff re-
actions and complications due to strict labor and data protection
laws [64]. Our study answers four research questions:

RQ1: How likely are phishing emails to trigger risky behav-
ior among hospital staff? In a phishing campaign involving 12
emails of varying yet overall high effectiveness, we found a 6.5%
probability that a staff member would engage in risky behavior—
i.e., interact with the login prompt of the phishing site, likely sub-
mitting login credentials—within the first 12 hours. Time-based
modeling shows that just 69 successful deliveries are enough to
reach a 99% probability that at least one employee will do so within
12 to 24 hours. The likelihood of falling for a phishing email drops
sharply after three days of its delivery. Staff in nursing and func-
tional services were more likely to engage in risky behavior than
those in medical service, administration, IT, or other areas. We also
found that click rates—often the sole measure in phishing simula-
tions [32, 72, 84]—overestimate risky behavior. Across 12 phishing
emails, click rates were 9 to 23 percentage points higher than actual
risky behavior (i.e., login interaction).

RQ2: Which features of a phishing email increase the likeli-
hood of risky behavior by hospital staff? We found that email
features, including timing, context, presentation, tone, and per-
suasive framing, had heterogeneous effects on phishing suscepti-
bility across professional roles. Phishing emails that exploit loss
aversion, urgency, authority, and liking—especially when timed be-
fore the weekend or tied to sensitive topics like payroll—are more
likely to succeed. But impact varies by role, with staff showing
different sensitivities. No single feature increased the probability of
risky behavior by more than 6.7 percentage points across all roles.
However, susceptibility varied substantially between professional
groups, with differences exceeding 10 percentage points in some
cases. These findings suggest that different types of phishing emails
pose varying levels of risk depending on the recipient’s role in a
hospital. Treating an organization’s staff as a homogeneous group
in phishing simulations—as is common in organizational phishing
literature [36, 37, 40, 43, 48, 49, 62, 64]—, susceptibility can be dra-
matically over- or underestimated for various professional roles.
Moreover, the presence or absence of specific phishing features is
strongly associated with potentially risky behavior. Even within the
same email context, login interaction rates ranged from 18% to 40%,
demonstrating that seemingly minor differences in email design or
delivery timing can produce substantial shifts in behavior.

RQ3: To what extent do common in-situ anti-phishing inter-
ventions reduce risky behavior among hospital staff? In-situ
interventions using robust technical phishing detection achieved
the largest reduction in risky behavior. Routing phishing emails
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to spam folders and embedding explicit warning banners reduced
login interaction rates by 81% to 94%.

Other interventions showed mixed results. Friction-inducing
interventions such as disabling links in emails reduced login inter-
action rates by 61%, and an active warning page using nudges and
URL highlighting led to a 44% reduction. The widely used practice
of external email tagging (e.g., [EXTERNAL]) only showed effects
when implemented via banners or combined tagging of the subject
line and From field, resulting in a 53% and 58% reduction in login
interactions. In contrast, isolated tagging in either the subject line
or the From field yielded weak, non-significant effects. Suppressing
display names had a similarly negligible impact. Nonetheless, some
interventions may prove more effective within specific staff groups.

RQ4: What negative emotional responses should hospitals
expect from staff after falling for a phishing simulation? To
better understand hospital staff emotional reactions, we collected
emotional affect from 530 voluntary survey participants who fell
for the phishing attempt and interacted with the fake login prompt.
Sixty percent reported being moderately to extremely scared in
response to the phishing simulation; 41% felt shame, 36% guilt,
and 25% hostility. These emotions were strongly correlated. Our
findings highlight the psychological impact of phishing simulations
on hospital staff and underscore the ethical importance of carefully
designed simulations. Some employees also contacted the CISO and
research team with questions and (ethical) concerns.

Contributions. To our knowledge, this study presents the first
large-scale phishing simulation in an EU hospital and the most
comprehensive investigation to date of phishing susceptibility and
in-situ anti-phishing interventions in organizational settings, in-
volving over 7,000 employees and 11 widely used, real-world inter-
ventions. Rather than relying on reporting click rates [36, 37, 40,
43, 62, 64], we model hazard rates over time using login prompt
interaction. Our modeling provides a more realistic and operational
understanding of how phishing emails unfold within the time win-
dow after delivery. Even modest phishing campaigns with relatively
low numbers of emails pose a significant risk to hospitals.

We provide empirical evidence on how strategic timing (e.g.,
sending emails on Friday afternoons) affects phishing susceptibility,
and also demonstrate how persuasion strategies influence phish-
ing success in hospitals. Our results support the effectiveness of
authority, scarcity, and liking. By contrast, we find no evidence for
strong affect, despite its frequent use in real-world phishing [31].

The study demonstrates that technical measures that filter or
flag risky emails—especially those marking senders as untrustwor-
thy—prove consistently more effective. In contrast, the widely used
generic tagging of external emails is unreliable. More aggressive
interventions, such as hyperlink disabling or dynamic warnings,
show further potential but may introduce usability trade-offs.

Unlike prior work, we account for workforce heterogeneity and
demonstrate that phishing susceptibility and intervention effective-
ness differ across four major staff roles. This insight likely general-
izes beyond healthcare [12].

Our results provide actionable guidance for organizations facing
regulatory pressure and tight resource constraints. While especially
relevant for hospitals in the EU, the findings apply more broadly to
institutions implementing similar interventions.
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2 Background and Related Work

2.1 Phishing Susceptibility

2.1.1  Phishing susceptibility in hospitals. Research on phishing in
hospitals has primarily relied on aggregated click rates (i.e., users
clicking on malicious links) as a behavioral proxy for potentially
harmful actions and as a measure of phishing susceptibility, but
without distinguishing between different types of hospital staff.
Reported click rates across studies in hospitals range from 2% to
55% [36, 40, 64]. A retroperspective analysis of phishing simulations
in six U.S.-based hospitals over eight years revealed [36] a median
click rate of 16.7%. The authors observed a decline over time. In
contrast, a recent U.S.-based phishing simulation study with 19,000
healthcare workers over eight months [40] found click rates in-
creased over time rather than decreasing. Meta-analytic estimates
from the broader phishing research, including various industries
and contexts, indicate an average click rate of 24% [70].

Our study complements prior work by showing that the login
interaction rate is a more reliable behavioral proxy for hospital
phishing simulations and by demonstrating differences in staff be-
havior, highlighting the importance of accounting for personnel
diversity. Additionally, we model the hazard rate over time to es-
timate the probability that an employee will engage in a harmful
action in the hours or days following receipt of a phishing email.

2.1.2  Drivers of phishing susceptibility. Phishing susceptibility is
the result of a mix of (1) a person’s long-term stable traits (e.g.,
knowledge, demographic attributes), (2) situational factors (e.g.,
workload, stress), and (3) in-the-moment states (e.g., cognitive and
emotional states) [11, 21, 70, 71, 79, 86, 90].

For long-term stable factors, higher phishing knowledge is gen-
erally linked to lower susceptibility to phishing [90], while findings
on age and gender remain inconsistent [11, 66, 90].

Situational factors such as workload, time pressure, stress, and
fatigue are linked to higher phishing susceptibility [21, 70, 90].
These conditions likely impair decision-making and prompt users
to rely on heuristic processing, i.e., focusing on surface-level email
features such as layout and branding instead of verifying links or
sender details [45, 59, 71, 79]. Susceptibility also varies across or-
ganizations and industries [12]. Clear security policies and norms
may improve phishing resistance [21, 66, 90]. Few studies have
investigated situational factors in hospital settings. Jalali et al. [43]
found that workload, not intention, was the strongest predictor
of phishing susceptibility, indicating that even motivated hospital
staff may fall for phishing attacks under work-induced stress. Addi-
tionally, a retrospective study across six U.S. hospitals (2011-2018)
found lower click rates in spring and summer than in fall, likely
reflecting seasonal workload patterns [37]. While attackers could
exploit email timing, it remains an underexplored factor [90].

In-the-moment reactions are commonly manipulated by phish-
ing emails through social engineering tactics [31]. Frequently used
principles include authority [31, 77], distraction [77, 91] (especially
scarcity [91] and strong affect [31]), as well as reciprocity, integrity,
and consistency [31, 91], which have large overlap in practice. Lik-
ing and social proof seem less common, likely because they re-
quire more personalized or contextual information [77]. For exam-
ple, these latter tactics often rely on personalization by using the
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recipient’s name or referencing job-specific information [66, 70].
Evidence on the real-world effectiveness of persuasion tactics in
organizational phishing research is mixed, likely due to varia-
tions in email content, organizational context, and research meth-
ods [73, 74, 77, 86]. Common email manipulations exploit heuristic
processing. Standard techniques include HTML formatting, spoofed
sender fields [42], and misleading or obfuscated URLs [32, 80].

We extend prior work by systematically analyzing how the tim-
ing of emails and the presence of strong affect impact risky behavior.
We also examine how the most common and context-relevant per-
suasion tactics and standard email manipulation techniques affect
response rates and how effects differ by hospital staff group.

2.1.3  Employee Reactions to Phishing Simulations. Simulated phish-
ing attacks can trigger a wide range of emotional responses, both
positive and negative. In sectors such as manufacturing, logistics,
finance, and IT, phishing simulations are generally well-received,
especially when clearly explained and integrated into a training
strategy [48, 67]. At the same time, participants in these sectors have
reported negative reactions, including shock, fear, shame, embar-
rassment, mistrust, confusion, annoyance, and self-directed disap-
pointment or anger [67, 68]. These negative perceptions were more
common among employees working under high time pressure [67].
Simulated phishing campaigns can also reduce self-efficacy and
contribute to stress, particularly when poorly managed [68].

These effects are likely more severe in hospitals, where staff
well-being is under greater strain than in any other industry in
the EU [24]. EU healthcare workers—especially medical, nursing,
and functional services—face high levels of burnout, mental health
strain, and job dissatisfaction, often linked to chronic understaffing,
time pressure, and friction with management [3, 24, 51]. Strikes
and labor actions are frequent [17]; our own simulation had to be
rescheduled due to a strike. The only large-scale phishing simula-
tion in an EU hospital was halted after staff backlash and union
complaints. Employees reported confusion and disappointment, and
the campaign was discontinued [64]. This reinforces concerns that
poorly designed simulations can harm staff well-being and erode
trust—especially when perceived as manipulative or punitive [82].

To better understand the dynamics of adverse reactions, we ex-
tend prior work by quantifying the emotional responses of hospital
staff who fall for phishing emails during simulations.

2.2 Human-Centric Anti-Phishing
Interventions

Human-centered anti-phishing efforts fall into two categories: (i)
ex-ante measures (e.g., training) and (ii) in-situ interventions that ac-
tivate during user interaction [32]. Given their widespread use and
assumed potential to reduce phishing susceptibility, most organiza-
tional phishing research has focused on ex-ante interventions [21,
32, 40, 48, 49, 90]—including studies in hospital settings [36, 40].
However, ultimately, findings suggest that embedded training ap-
proaches, in particular, offer limited effectiveness [32, 45], while
consuming substantial financial and human resources [14].

In contrast, widely used in-situ interventions have undergone
less rigorous study, especially in real-world organizational con-
texts. Widely available in-situ anti-phishing mechanisms in off-the-
shelf email infrastructure include sender identity indicators [50],
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[EXTERNAL] tagging to mark emails originating from outside an or-
ganization [35, 55, 57], dedicated phishing warning banners added
as visual warnings to emails [35, 42, 54, 57], and friction-inducing
mechanisms like delivering emails to spam folders, disabling links
for emails from certain domains or spam, and showing warnings
after link clicks [53, 63]. Technically, email delivery and in-situ
defenses depend on a mix of authentication protocols (SPF [47],
DKIM [5], DMARC [52]) and phishing classifiers [2, 41].

Sender identity indicators display technical source information
(e.g., “via” tags), but studies show users often misinterpret them, lim-
iting effectiveness [50]. External tags are better received—especially
when users work with few outside contacts—but preferences for
tag placement and actual impact remain unclear [67, 86].

Unlike sender identity indicators or external tags, phishing warn-
ing banners are triggered only when technical checks flag an email
as a potential phishing attempt. Their effectiveness has been mod-
erately studied in organizational contexts. A crowdsourced study
found that banners warning of spoofing reduced clicks by about
10 percentage points, suggesting limited impact [42]. In contrast, a
large field study reported a 64-67% reduction in click rates, with no
difference between brief and detailed warnings [49]. Other work
shows that effectiveness depends heavily on placement, timing, and
content [60]. Warnings are more effective when displayed near the
phishing link or triggered by user interaction (e.g., hovering, click-
ing), although this requires support from the email client. Some
research has explored friction mechanisms, such as click delays
for unverifiable sources paired with tooltips, which can help users
better assess a link’s legitimacy [81].

A key concern is long-term efficacy. Users habituate quickly,
leading to alert fatigue and lower responsiveness. Even well-placed
warnings are often ignored due to cognitive overload, weak threat
comprehension, or misplaced trust in polished emails [45, 50, 90].

Our study provides the first systematic evaluation of 11 common
and readily available in-situ anti-phishing interventions in a large
organizational context, spanning four strategies: (1) sender iden-
tifier manipulation, (2) external tagging, (3) embedded phishing
warnings, and (4) friction-inducing tactics including link disabling,
active warning pages, and spam folder delivery.

3 Method
3.1 Study Organization

The study was conducted at a large university hospital in Germany
with around 8,500 staff. The researchers connected with the hospi-
tal’s Chief Information Security Officer (CISO) team at an industry
forum in early 2023 and started the collaboration a few months
later. The hospital had independently planned to run a phishing
simulation and awareness training, for which it commissioned an
external provider through a formal tender. The researchers worked
only as scientific advisors. They helped design the phishing experi-
ment, crafting the phishing emails, and created the study protocol
and debriefing page, which included a short, voluntary question-
naire. The hospital utilized a standard mail user agent across all
departments, ensuring consistent email rendering.

As a typical organizational measure, the phishing simulation
had to go through the hospital’s standard review and approval pro-
cess. The CISO team secured the necessary approvals from hospital
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management, employee councils, and the data protection officer.
The researchers supported each step and also coordinated techni-
cal matters with the external service provider. The technical setup
was completed in December 2023. The hospital ensured that the
provider had access to employee email addresses and that phishing
emails were not blocked by internal systems. This involved setting
up allowlisting rules in the hospital’s email infrastructure.

The first simulation took place in January 2024, the second in
May 2024. After each, the hospital shared anonymized data with
the researchers for analysis. The results were reported back to the
CISO. No awareness training (e.g., embedded training [48]) was
conducted before or during the simulations.

3.2 Ethical Considerations

Our university does not have a formal Institutional Review Board
(IRB) process. Nevertheless, we took comprehensive steps to mini-
mize potential harm to our participants and ensure ethical integrity.
While the simulation was initiated by the hospital independently
of our research, we are aware that phishing simulations can in-
advertently cause stress for employees [68], placing them in un-
comfortable situations. We hence incorporated this into the design,
monitoring, and support structure of the study.

3.2.1 Study clearance and data handling. To obtain approval from
the hospital, we engaged in detailed discussions with the CISO
and submitted a full study protocol. This included details on study
procedures, data handling, privacy safeguards, and consent forms
for the optional exit survey. The protocol was reviewed by the
hospital’s Data Protection Officer, as well as both the scientific and
non-scientific works councils. We also held a workshop with the
works councils to address their concerns and refine the study design
based on their feedback. Following this process, formal approval
was granted by the works councils and the Data Protection Officer,
and final authorization was obtained from hospital management.
Additionally, our own institution’s Data Protection Officer reviewed
and approved the protocol and data handling.

The phishing simulation involved sending hospital staff simu-
lated phishing emails that directed them to a phishing website with
a login prompt. We refer to “login interaction” as entering text into
the username and password fields and clicking “Login.” To protect
employee safety and anonymity, no submitted credentials were
collected, stored, or verified for authenticity by the researchers or
administrators. All data were analyzed in aggregated form (i.e., click
and login interaction rates), with a targeted minimum group size
of 100 employees, in compliance with the requirements of the hos-
pital’s works councils. Researchers never had access to employees’
personal data. Employee email addresses and names were managed
by the hospital and the external contractor. The phishing website
and the online survey were hosted on researcher-controlled infras-
tructure. Server logs containing IP addresses were automatically
deleted, and no data that could identify individuals was stored.

Finally, we acknowledge that publishing real-world phishing
susceptibility metrics could, in theory, inform malicious actors.
However, we disclose no information that a determined attacker
could not uncover through simple trial and error. Conversely, trans-
parency serves a broader public interest. Our study provides CISOs,
IT teams, and institutional decision-makers with grounded data
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on how users respond to phishing, how risks evolve over time,
and when vigilance tends to decline. These insights can inform
evidence-based defenses and justify targeted investments, particu-
larly in resource-constrained environments such as hospitals.

3.22 Consent Waiver. As is common in organizational phishing
research [40, 49], the hospital scheduled the phishing simulations
independent of the researchers as part of its routine security mea-
sures, which staff are contractually required to follow. Neither the
simulation nor the researchers’ involvement created additional risk
to employees and did not infringe on their rights. Phishing is a real
and ongoing threat, and employees may receive malicious emails
at any time, regardless of this study. The use of deception was es-
sential to preserve ecological validity. Individual informed consent,
even post hoc, was not feasible due to strict anonymization. To
this end, the study adhered to the ethical guidelines of the German
Society for Psychology [33] and the Ethics Code of the German
Sociological Association [34] for covered research: No employee
identification was possible, the study aimed to improve organiza-
tional processes, and no legal, financial, or professional risk resulted
for the hospital staff. Following recommendations by the Ameri-
can Political Science Association [9] for covert research without
individual consent, we sought institutional forms of consent: The
hospital’s legally elected works council was fully informed, involved
in the study’s planning, and approved the study on behalf of the
workforce. In addition, employees were debriefed after the study
(see supplementary materials [75] for details). Ultimately, the study
offers meaningful societal value by deepening our understanding
of phishing susceptibility in hospital settings and evaluating the
impact of widely used anti-phishing measures. The findings can
help the participating hospital and similar organizations improve
their defenses against phishing threats.

3.3 Procedure and Data Elicitation

To answer our research questions, we conducted two independent
phishing simulation studies. In Study I, we focused on understand-
ing the susceptibility of hospital staff to phishing. In Study II, we
tested 11 low-cost, human-centered phishing interventions.

3.3.1 Participant selection. The phishing simulation targeted 7,044
employees. For technical reasons, we could only target hospital
employees listed with active roles in the organization’s Active
Directory. Because hospitals employ a highly heterogeneous work-
force, we controlled for role-specific differences in susceptibility to
phishing. This approach is guided by prior research showing that
staff roles, particularly medical and nursing staff, differ in security
awareness and behavior [4, 30], and by evidence that phishing sus-
ceptibility varies across industries and organizational contexts [12].

In coordination with the hospital’s CISO team—and to ensure
at least 100 participants per group—we divided the workforce into
four groups: (1) Medical Service, (2) Nursing & Functional Services,
(3) Administration & IT, and (4) Other Personnel. The grouping
reflects the practical needs of the CISO team and clear differences
in digital work routines: Medical staff use personal computers and
handle a higher volume of sensitive patient data and emails. Nursing
& Functional staff work more at the bedside, often share devices, and
check email less often. Admin & IT staff have office-based roles. The
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Other group is heterogeneous and includes smaller staff groups,
such as technical services, cleaning, kitchen, laundry, childcare,
pastoral care, and other support roles.

Each of the four groups was randomly split into 12 subgroups,
yielding 48 total subgroups. Random assignment improves causal
inference by reducing confounding variables [69]. This allows ob-
served differences to be linked to the interventions themselves,
enabling valid counterfactual reasoning [8]. To meet the minimum
of 100 participants per condition, we reallocated participants from
the Other group to the smaller Medical (1,174) and Admin & IT (746)
groups, which initially fell short of the 1,200 required.

3.3.2  Study I: Phishing susceptibility. In Study I, we employed a
fractional factorial screening experiment using a Plackett-Burman
design [61]. This design efficiently estimates main effects [56], al-
lowing us to test a relatively large set of factors within the con-
straints of a limited sample size. To control for variability in phish-
ing susceptibility across job functions, we incorporated job function
as a blocking factor into the Plackett-Burman design. This approach
enabled us to account for systematic group-level differences while
isolating the main effects of individual email features. Each sub-
group received one of 12 distinct phishing emails. These emails
varied across a set of binary design factors (see Sec. 3.4) and were
constructed according to a Plackett-Burman design. The full exper-
imental layout is provided in the supplementary materials [75].

3.3.3 Study lI: Anti-phishing intervention effectiveness. In Study II,
a separate between-subjects design was implemented to evaluate
11 anti-phishing interventions (see Sec. 3.5). Eleven subgroups per
personnel category received emails containing one intervention
each, while the twelfth group served as the control condition, re-
ceiving a phishing email without any intervention. For the topic of
the email, we chose a voucher offered by the hospital’s cafeteria.

3.3.4 Email and website design. All phishing emails included obfus-
cated links with arbitrary-looking domains, including the-pas.de,
your-pas.de, service.vacations, and attack.promo, as this was the
only strategy supported by the phishing contractor. In Study I,
URLs were hidden behind the anchor text “click here” In Study II,
URLs were shown in full for consistency, as the “disabling links”
intervention required users to copy visible URLs. Upon clicking,
the contractor recorded the “click” and redirected participants to a
spoofed login page at HOSPITALNAME.multi-health.net, a domain
registered for this study. The website featured a deep HTML clone
of the hospital’s official external-facing login portal. If participants
interacted with the login prompt, i.e., entered text into the login
fields and clicked “Login,” the contractor recorded the click and then
redirected them to a debriefing page. No credential data was ever
stored or analyzed to ensure participant safety and anonymity. The
debriefing page explained that this was a simulation, that no cre-
dentials were exposed, and that participants remained anonymous
with no professional consequences. It also provided information
about the phishing simulation as well as contact details for the
research team and the hospital’s CISO office. The debriefing page
in Study I did not include any particular form of training.

3.3.5 Exit-questionnaire design. Participants were invited to com-
plete a short, voluntary exit survey that collected informed consent
and assessed emotional reactions to the simulation. The survey
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For each group of personnel in {Medical Service, Nursing & Functional Service, Administration & IT, Other Personnel} do:

https://HOSPITALNAME.multi-health.net/
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Figure 1: Phishing Campaign Method: Each of the four personnel groups was randomly divided into 12 subgroups (totaling
48 subgroups), with each subgroup receiving one of 12 emails. In Study I, emails followed a Plackett-Burman experimental
design [61]. In Study II, one email served as a control, while the remaining implemented individual phishing interventions.

was intentionally limited to a few closed question items, following
explicit requirements from hospital management to avoid over-
burdening staff. This compromise ensured organizational support
while still allowing us to capture employee emotional responses.
Emotional responses were measured using a subset of the neg-
ative affect subscale from the German version of the PANAS-X
questionnaire [13, 85], specifically focusing on four items: scared,
ashamed, guilty, and hostile. While the full negative affect subscale
includes 10 items, the chosen four-item set correlates strongly with
the excluded six-item subset (r = .6). Participants were asked to in-
dicate the extent to which they felt each emotion in response to the
simulation, using a five-point scale from “not at all” to “extremely”

3.4 Selection of Email Phishing Features

Considering sample size constraints, we implemented ten email
features using a fractional factorial design. The selection of ma-
nipulations was informed by the NIST PhishScale [20, 71], prior
research on phishing susceptibility (cf. Sec. 2.1.2), widely used so-
cial engineering tactics [31], actual phishing emails reported by the
hospital, and established behavioral patterns in healthcare. Also,
factors such as power hierarchies, professional subcultures, and per-
ceived authority [6, 65] are known to influence staff responses. In
addition, staff in hospital environments often operate under cogni-
tive overload and time pressure [18, 38], and frequently experience
alert fatigue due to a constant stream of urgent messages [7, 19].
These conditions may increase susceptibility to phishing, particu-
larly when emails exploit emotional or social triggers.

Based on these considerations, we implemented six in-the-moment
features tailored to the hospital context. To manipulate authority,
we varied the sender type (internal vs. external) and the presence or
absence of a formal closing that included authentic contact details
taken from the hospital’s website and the hospital’s official legal
email sub-script to enhance credibility.

To assess the effects of distraction and liking, we varied three el-
ements: (1) urgency, using language like “immediately” and “soon”;
(2) salutation type, comparing generic greetings vs. personalized
greetings with the recipient’s name; and (3) strong affect, adding
“ACHTUNG” (caution/ attention) to the subject line and “ACHTUNG
- WICHTIG” (important) in the body. These terms were picked from
the Berlin Affective Word List [83], which rates German words by
valence (pleasant to unpleasant) and arousal (calm to excited). While
strong affect is a common tactic in phishing campaigns [31], its
effectiveness in organizational settings remains largely unexplored.

Moreover, we manipulated message framing (gain vs. loss) to
reflect reciprocation versus distraction appeals. Messages using gain
emphasized access to a new, improved system requiring employee
action (account activation), while loss messages warned of discon-
tinuation or deactivation (account closure).

We further implemented two situational features focused on tim-
ing to capture the effects of fluctuating workload and attention [43]:
day of the week (Monday vs. Friday) and time of day (morning vs.
afternoon). These variables are particularly relevant in hospitals,
where 24/7 clinical operations contrast with limited administrative
and IT support outside core hours [76]. To our knowledge, this is
the first empirical test of how email timing influences phishing
susceptibility in a high-stress, real-world organization [90].

Finally, we manipulated contextual relevance by comparing a
generic Outlook upgrade message—commonly used in phishing
simulations and encountered in practice [40]—with a payroll-related
message about a system update, which the CISO team identified as
realistic and high-stakes. We also varied the email format (HTML
vs. plain text), as HTML emails are generally perceived as more
credible and deceptive due to their polished appearance [90]. Details
are provided in the supplementary materials [75].

3.5 Selection of Anti-Phishing Interventions

The sample size requirement enabled us to test 11 in-situ anti-
phishing interventions. We selected these interventions based on
their practical feasibility in hospital environments, specifically
those that are supported by existing enterprise email infrastruc-
ture and require minimal technical or organizational changes. Each
was designed to be deployable using the hospital’s existing email
systems without any changes to mail user agents.

Sender Identifier Manipulation. We tested display name suppres-
sion, i.e., using From: <john.smith@hospital.org> instead of
From: John Smith <john.smith@hospital.org>, which elimi-
nates a visual shortcut users often rely on when assessing email
legitimacy [59, 86, 90], and which is frequently spoofed [86].

External Tagging. We tested four EXTERNAL tagging variants:
(1) subject line, (2) From header, (3) email body, and (4) a multi-tag
version combining all three (cf. Fig. 2).

Phishing Warning Banners. We tested three phishing warning
banners: (1) a plain text banner already used by the hospital, (2)
an HTML version with a warning color, and (3) an HTML banner
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£ Import r) la () sync
[EXTERNAL] Spring Promotion from the Cafeterias at
Employees
° O [EXTERNAL] directorate- * @outlook.com <directorate- * @outlook.com>

To: O firstname.lastname@ W .de

: Free Drink and Free Snack for All PPN

[EXTERNAL] This email comes from an external email address outside|

Please remain cautious]
Dear  employees,

We are pleased to offer you, as part of a spring promotion from our cafeterias, a voucher for a free drink and a free
snack of your choice. The voucher is redeemable in all cafeterias at until May 1st.

Figure 2: Multi-Tag external tagging,.

combining a warning color with sender manipulation, by replacing
the From field with “UNTRUSTWORTHY SENDER ADDRESS <?>”,
moving the actual address into the banner, and providing an expla-
nation that the sender address could not be verified (cf. Fig. 3). This
design aims to disrupt employees’ heuristic processing of the po-
tentially spoofed sender information when authentication checks,
such as DKIM or SPF, fail.

Friction. We investigated three friction-inducing mechanisms
that aim to introduce deliberate interruptions in the user’s inter-
action flow with phishing content, aiming to increase cognitive
engagement and reduce the likelihood of impulsive, unsafe ac-
tions [32, 45, 81]. The three mechanisms were (1) email delivery
to the spam folder, (2) link disabling to force users to copy and
paste the URL manually, and (3) an active warning shown in the
browser after clicking the phishing link. Our implementation of an
active warning is shown in Fig. 4. Its design is informed by previous
studies and applies a combination of interactive elements, nudges,
and URL highlighting [32].

3.6 Study Limitations

As with all organizational phishing simulations, our study has limi-
tations. First, it was conducted in a single hospital. Although the
institution is large and includes a range of departments and job
roles, the findings may not generalize to settings with different
organizational or technical contexts [12]. Further, the group Other
Personnel was highly heterogeneous, limiting the precision of sub-
group analyses. Additionally, to meet group size requirements, we

g Import L Report S M ag ] i () sync

Spring Promotion from the Cafeterias at : Free Drink and Free Snack for All Employees a €«

@ © **UNTRUSTWORTHY SENDER ADDRESS** <?>

To: O firstname lastname@ W .de

'WARNING from IT Security
**UNTRUSTWORTHY SENDER ADDRESS**

The ‘email security system has classified the following email as potentially dangerous. The email claims to be
sent from "direktion- ~ @outlook.com", butit was not sent from "outlook.com" or the verification failed. Avoid
replying to this email, clicking on any links, or opening attachments unless you contact the sender via another
method to ensure that this email address is legitimate.

This & bythe - email gateway. Ityou h i %
please contact security- ~ @ © de

Dear * employees,

We are pleased to offer you, as part of a spring promotion from our cafeterias, a voucher for a free drink and a free
snack of your choice. The voucher is redeemable in all cafeterias at until May 1st.

Figure 3: Warning banner using an HTML banner in the
email body and additional From header manipulation for an
untrustworthy sender.
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HOSPITAL_NAME LOGO REMOVED

Security notice: You are now leaving the HOSPITAL_NAME website.

Would you like to open the following external link from the email?

hitps://HOSPITAL_NAME. multi-health.net/login ]

Leave HOSPITAL_NAME and open external link Don't open the link and return to HOSPITAL_NAME

Figure 4: Active warning shown after link click.

reallocated some staff from Other Personnel into Medical Service
and Admin & IT, introducing minor overlap and potential bias. This
compromise preserved the Plackett-Burman design and avoided
reducing the experimental coverage of email features and interven-
tion strategies.

We further note that the study did not test all persuasive tech-
niques and specifically excluded social proof. Instead, it prioritized
those most relevant to the hospital context and commonly used in
phishing attacks. Given that social proof has been shown to influ-
ence user behavior in organizational settings [21, 31, 71], it remains
a strong candidate for inclusion in future hospital-based studies.

Due to technical limitations of the contractor’s simulation plat-
form, links in phishing emails varied across messages. Although
randomized, the inconsistency may have influenced click rates,
particularly in Study II, where visible links likely appeared more
suspicious. Additionally, we could not determine the proportion
of login interactions that involved actual credential entry, due to
ethical and privacy constraints. Therefore, login interactions are
treated as a proxy for potentially risky behavior. While this may
reduce accuracy, it aligns with common practice [48, 49]. If actual
credential entry were lower, it would strengthen our broader point:
click rates likely overestimate real behavioral risk.

Moreover, we did not track false positives, i.e., legitimate emails
mistakenly flagged as phishing. In deployment, this could lead to
alert fatigue and reduce trust in banners or external tags, lowering
long-term effectiveness [78]. Consequently, our results likely repre-
sent an upper bound of intervention performance, reinforcing that
common anti-phishing measures cannot be fully relied upon. We
provide further discussion in Sec. 5.2.

Technical issues further affected three emails in Study I, which
failed to send. This slightly reduced the sample size to n = 99 for two
participant groups. The deviation was approved by the hospital and
does not impact the overall conclusions. Finally, the study included
two measurement points: one to assess baseline phishing suscep-
tibility and another to evaluate intervention effectiveness. While
learning effects between phases are possible, no formal training
occurred, and the four-month gap makes this unlikely.

In sum, while our study is limited in scope, it is—to our knowl-
edge—the first to conduct high-resolution phishing simulations in
a hospital setting within the EU, under the constraints of complex
legal and organizational structures that do not allow for individual
tracking as is common in research outside the EU [36, 49]. Still, the
experimental design enabled a detailed comparison across person-
nel groups and message characteristics. This approach represents
a promising model for balancing experimental control with real-
world applicability in sensitive and high-stakes environments.
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4 Results

4.1 Phishing Susceptibility

To answer RQ1, “How likely are phishing emails to trigger risky
behavior among hospital staff?”, we analyzed click and login inter-

action rates from the phishing simulation in Study I. All data is
available in the supplementary materials [75].

4.1.1 Click and Login Interaction Rates. Across all 12 simulated
phishing emails sent in Study I, approximately 31% (sd = 6.6, min =
21.3%, max = 43.8%) of hospital staff clicked on the link, and 26%
(sd = 6.4, min = 18.2%,max = 39.7%) interacted with the login
prompt. Notably, both click and login interaction rates varied by a
factor of two across emails, underscoring the impact of email-level
differences (e.g., visual appearance or tone) on user behavior. Con-
versely, the overall click-to-login ratio of 85.4% (sd = 4.3, min =
79%, max = 91%) was consistently high. Furthermore, we find that
click and login interaction rates for the staff groups Admin & IT,
Medical, and Other were below average, whereas Nursing & Func-
tional was above average (cf. Table 1). The click-to-login conversion
rates were similarly high across all groups (84.2% — 87.5%).

4.1.2  Group Differences in Login Interaction Rates. To assess dif-
ferences in login interaction rates across occupational groups, we
conducted a Pearson’s Chi-squared test, which revealed a significant
effect (y(3) = 20.47, p < .001). Pairwise proportion comparisons
with Holm correction for multiple testing [1] indicated that the
Nursing & Functional group differed significantly from both the
Other (p = .0015) and Admin & IT (p = .0015) groups.

To better understand the magnitude and direction of group dif-
ferences, we ran a logistic regression with login behavior as the
outcome and occupational group as the predictor. The Nursing &
Functional group was set as the reference category. We computed
Average Marginal Effects (AMEs) [10] to provide an intuitive in-
terpretation of the results. AMEs indicate the average change in
probability, expressed in percentage points (p.p.), associated with a
one-unit change in the predictor variable. We find that Nursing &
Functional had significantly higher login probabilities compared to
the remaining groups. Specifically, the probability of login interac-
tion was 5.7 p.p. lower for Admin & IT (p < .001), 4.8 p.p. lower for
Other (p < .001), and 3.2 p.p. lower for Medical (p = .036).
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Figure 5: Estimated hazard rates in Study I.
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Table 1: Rates of potentially risky behavior in Study I.

Group n Click-% Login-% Click-to-Login
Medical Service 1199 29.4% 25.8% 87.5%
Nursing & Func = 2700 33.9% 29.0% 85.6%
Admin & IT 1199 27.4% 23.3% 84.8%
Other 1943 28.7% 24.2% 84.2%

Note. “Login” refers to interaction with the login prompt on the phishing
website; the authenticity of any submitted credentials was not verified.

4.1.3 Hazard Rate. We use the hazard rate [87] to model how the
risk of falling for a phishing attempt changes over time. The hazard
rate h(t) describes the instantaneous risk that an employee will
interact with the login prompt on the phishing website at a specific
point in time ¢, given that they have not done so before [87]. The
hazard rates, modeled in 12-hour intervals and including emails
sent on Monday and Friday, are reported in Fig. 5.

At the start of the simulation, the overall hazard rate was 0.065,
indicating a 6.5% probability that a hospital staff member would
interact with the login prompt within the first 12-hour window. No-
tably, phishing emails appeared to receive a “second chance” on the
following working day, with hazard rates rising to levels comparable
to those observed in the initial interval. For Monday emails, a peak
occurred after 24 hours; for Friday emails, the peak appeared after
72 hours, immediately following the weekend. Smaller secondary
peaks were also observed on the second working day. Hazard rates
began to stabilize by the third day, and for both conditions, they
remained below 0.7% after 4.5 days.

To illustrate the implications of the observed hazard rates, we
modeled the probability that at least one employee would interact
with the phishing login prompt under three hazard rates (cf. Fig. 6).
With a 6.5% hazard rate in the first 12 hours, sending just 45 phishing
emails results in a 95% probability of at least one login prompt
interaction. This corresponds to phishing emails reaching only
0.64% of the 7,041 hospital email accounts. With 69 emails (0.98% of
accounts), the probability rises to 99%, and with 138 emails (1.96%
of accounts), it reaches 99.99%. However, a lower hazard rate of

99.99%
h=6.5%

—
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X 95.00%
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Required number of emails

Figure 6: Estimated number of phishing emails (x-axis)
needed to achieve a probability P of at least one employee
engaging with a phishing site’s login (y-axis) for various haz-
ard rates (h), with a logit-like stretched transformation on
the y-axis to highlight higher probabilities.
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Table 2: Average Marginal Effects (AMEs) of various email features (login prompt interaction).

Category Factor All Medical Nursing & Func Admin & IT Other
Timin Friday vs. Monday 0.027* —-0.002 0.060™* 0.037 0.004
& Afternoon vs. Morning —0.056™*" —0.135"*" —0.009 —0.024 —-0.103***
Payroll vs. Email Account 0.055*** 0.098*** 0.037 0.023 0.081***
Context and HTML vs. Plain Text —0.049"** —0.092"* —0.034 —0.036 —-0.064™*
Presentation  Personalized vs. Generic Salutations 0.022 0.018 0.062** —-0.027 —0.008
Internal vs. External Sender 0.002 0.029 —0.017 0.029 0.003
Gain vs. Loss —0.067""" —0.014 —0.068"** —-0.086™* —-0.074™*
Tone and Urgency: Yes vs. No 0.029* 0.078" 0.005 0.036 0.044
Appeal Formal closing + postscript: Yes vs. No 0.029* 0.048 0.000 0.011 0.074**
Strong Affect: Yes vs. No —-0.016 —0.038 0.028 —0.063 —-0.035
Furth Nagelkerge's Pseudo-R? (Cragg & Uhler) 0.032 0.079 0.026 0.039 0.072
Sur e AUC 0.594 0.649 0.583 0.610 0.645
tatistics n 7041 1199 2700 1199 1943

Note. *p < .05, **p < .01, ***p < .001, p-values are Holm-corrected.

Example interpretation: A phishing email sent in the afternoon significantly reduces the predicted probability of an employee interacting with the login
prompt by, on average, 5.6 p.p. compared to sending it in the morning. Le., phishing susceptibility is higher for emails sent in the morning.

approximately 2.0%, as observed on the third day, means that the
probability of at least one login interaction with 138 emails drops
to 94%. After 4.5 days, the probability further decreases to 62% and
the hazard rate is 0.7%.

4.1.4 Summary. Study I revealed substantial variability in both
click and login interaction rates across the 12 phishing emails. De-
spite this variation, the average click-to-login conversion rate re-
mained high, indicating that users who clicked were very likely to
engage with the login prompt. Significant differences across occu-
pational groups suggest that susceptibility is unevenly distributed
within the organization. In particular, the Nursing & Functional
group showed significantly higher susceptibility compared to other
groups. Time-based analysis revealed that phishing emails main-
tained their effectiveness beyond initial delivery, with hazard rates
spiking again on the following working day, highlighting a delayed
risk pattern missed by single-timepoint assessments. Overall, these
findings demonstrate that even small-scale phishing campaigns
targeting as few as 0.64% of staff can trigger risky behavior and
likely credential compromise.

4.2 Feature Effects

To answer RQ2, “Which features of a phishing email increase the
likelihood of risky behavior by hospital staff?”, we conducted a lo-
gistic regression analysis to extract the main effects of 10 different
cues in phishing emails from Study I. In Table 2, we present the
Average Marginal Effects (AMEs) of how email cues impact login
interaction rates and thus employees’ susceptibility to phishing.

4.2.1 Timing. The time of day at which phishing emails were deliv-
ered had a significant effect on hospital staff susceptibility. Emails
sent in the morning had a 5.6 p.p. higher likelihood of login inter-
action compared to those sent in the afternoon (p < .001). These
effects were particularly pronounced among specific occupational
groups: morning delivery increased login interaction by 13.5 p.p.

among Medical staff (p < .001) and by 10.3 p.p. among Other Per-
sonnel (p < .001). In contrast, the Nursing & Functional and Admin
& IT groups showed no significant difference based on time of day.

Day-of-week effects were more modest overall. Emails sent
on Fridays increased login interaction by 2.7 p.p. across all staff
(p < .05), with the effect primarily driven by the Nursing & Func-
tional group, who showed a 6.0 p.p. increase compared to Monday
deliveries (p < .01). No significant weekday effects were observed
for other groups. Taken together, time-of-day effects had a much
larger overall impact and within specific subgroups than the more
modest effects observed across weekdays.

4.2.2  Context and Presentation. Emails referencing the payroll sys-
tem were associated with a significantly higher overall AME of
5.5 p.p. in the probability of interacting with the login prompt
(p < .001), compared to emails concerning email account (de-
)activation. While all occupational groups showed at least a slight
preference for payroll-related content, this effect was only statisti-
cally significant among Medical staff (9.8 p.p., p < .001) and Other
Personnel (8.1 p.p., p < .001). A similar pattern was observed for
email formatting. Emails in plain-text format led to significantly
higher login interaction rates than HTML-formatted emails, with
an overall AME of 4.9 p.p. (p < .001). However, this effect was again
only significant in the Medical (9.2 p.p, p < .01) and Other Personnel
(6.4 p.p., p < .01) groups.

A personalized salutation using first and last name, compared
to a generic salutation, had no overall effect. However, the group
Nursing & Functional was significantly more susceptible to emails
using a personalized salutation (6.2 p.p., p < .001).

Finally, whether the email address had an internal or external
domain did not affect the probability of disclosing login interaction.

4.2.3 Tone and Appeal. Compared to gain framing, loss framing
raised the predicted probability of login interaction by 6.7 per-
centage points overall (p < .001). The effect was strongest among
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Table 3: Effectiveness of various anti-phishing interventions measured as relative reduction of login interaction rates.

Category Condition nan All Medical Nursing & Func Admin & IT Other
Login interaction rates
NA Control group 587 0.165 0.170 0.129 0.120 0.241
. . . ;1 _ Login Rate Treatment Group
Relative reductions: 1 Togin Rate Control Group
Heuristic No Display Name 587 —0.18 (.04) —0.12 (.03) 0.03 (.01) 0.33 (.06) —0.51 (.16)**
From 587 —0.24 (.06) —0.24 (.06) —0.21 (.04) 0.50 (.08) —0.49 (.15)*
External  Subject Line 587 —0.17 (.04) 0.00 (.00) —0.10 (.02) 0.25 (.04) —0.41 (.13)*
Tag Banner 587 —0.53 (.13)™** —0.35 (.09) —0.41 (.09) —0.58 (.13) —0.67 (.22)***
Combined 587 —0.58 (.15)*** —0.59 (.15) —0.62 (.14)** —0.25 (.05) —0.64 (.21)**
Warni Plain Text 587 —0.80 (.22)*** —0.94 (.28)** —0.76 (.18)*** —0.75 (.17)* —0.80 (.27)"*
B arming  gTML 587 —0.83 (.23)*** —0.77 (:21)** —0.76 (.18)*** —0.92 (.22)** —0.87 (.31)**
anners — HTML + Unver. Sender 587 —0.94 (.27)** —1.00 (.30)*** —0.83 (.20)** ~1.00 (.25)** —0.97 (.36)***
Friction Spam Folder 587 —0.90 (.26)"* —0.88 (.26)** —0.86 (.21)*** ~1.00 (.25)** —0.90 (.32)***
Inducing  Link Disabled 587 —0.61 (.16)*** —0.77 (21)** —0.62 (.14)* —0.08 (.02) —0.69 (23)***
Approaches Active Warning Site 587 —0.44 (11)™* —0.12 (.03) —0.38 (.08) —0.25 (.05) —0.69 (.23)"**
N total 7044 2700 1200 1944

Note. *p < .05, “*p < .01, ***p < .001. Statistical comparisons are based on Pearson’s Chi-squared tests with Yates’ continuity correction, comparing each treatment
group to the respective control group within each column. In parentheses are the Cramer’s V values.

non-medical groups, with increases ranging from 6.8 to 8.6 percent-
age points. Medical staff was the only group that showed a weak
and non-significant difference between loss and gain framing.

The presence of urgency had a minor overall effect of 2.9 p.p.
(p < .05). The strongest impact was observed among Medical staff,
where it increased the predicted probability of login interaction by
7.8 p.p. (p < .05). Conversely, the remaining personnel groups did
not demonstrate any significant effects.

Conveying credibility had a minor overall effect, increasing login
interaction probability by 2.9 percentage points (p < .05). This
effect was only significant within the Other Personnel group, where
it increased susceptibility by 7.4 p.p. (p < .01). In contrast, the use
of strong affect in the subject line and email body did not result in
any significant change in predicted probabilities across any group.

4.24 Summary. Our findings highlight that both the timing and
framing of phishing emails critically influence hospital staff suscep-
tibility. The features most associated with increased susceptibility
include emails sent in the morning, loss framing, plain-text for-
matting, and payroll-related content. Importantly, no single email
feature produced uniform, significant effects across all groups, un-
derscoring heterogeneity in staff susceptibility; however, individual
groups exhibited susceptibility differences as large as 12.4 p.p.

4.3 Phishing Interventions Effects

To investigate RQ3, “To what extent do common in-situ anti-phishing
interventions reduce risky behavior among hospital staff? ”, we com-
pared login interaction rates between the treatment and control
groups in Study II. The login interaction rate was 16.5% for the
control group. For the 11 treatment groups with interventions, we
observed an average login interaction rate of 8% (sd = 4, min =
1%, max = 14%). The average click-to-login interaction rate was

68% (sd = 12, min = 46%, max = 88%). All data is available in the
supplementary materials [75]. To compare the login interaction
rate, we conducted Pearson’s Chi-squared tests with Yates’ continu-
ity correction. These comparisons were conducted both overall and
within each occupational group. We then calculated the relative
reduction in login interactions and quantified the effect size using
Cramer’s V (cf. Table 3). We interpret values of V' < .10 as negligible,
.10 £V < .30 as small, and V > .30 as medium effects [16].

4.3.1 Friendly Name Suppression. Suppressing the friendly name
in the email sender field had an overall negligible, non-significant
negative effect on login interaction rates. However, it showed a
small, significant effect for the group Other Personnel, for whom
this intervention effectively halved login interaction rates (—51%,
p < .01). This suggests that the effect of sender display is non-
uniform among different groups of hospital staff.

4.3.2 External Tagging. External tagging had mixed and generally
small effectiveness. The banner tag reduced login interactions by
—53% (p < .001), while the combined multi-tag strategy showed
a reduction by —58% (p < .001). Although all subgroups showed
similarly high relative reductions, statistically significant effects
were limited to Other Personnel and Nursing & Functional . In con-
trast, no significant deterrent effects were found among Medical or
Admin & IT staff. Notably, we observed a non-significant increase
in login interaction for Admin & IT when using external tags in
the sender field and subject line.

4.3.3  Warning Banners. Both HTML and plain-text warning ban-
ners significantly reduced login attempts across all personnel groups,
with a relative reduction of —80% (p < .001). When combined with
an “unverified sender” warning, the deterrent effect further in-
creased, resulting in a relative reduction of —94% (p < .001). The
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most pronounced impact was observed among Medical and Ad-
min & IT staff, where login interactions dropped to zero (—100%,
p < .001). Overall, these interventions produced small to medium
effect sizes, indicating that explicit phishing warnings are broadly
effective—especially when they strip away visual trust cues often
exploited in phishing attacks.

4.3.4  Friction-Inducing Approaches. The tested friction-based in-
terventions had small to medium effects in reducing phishing sus-
ceptibility. Filing phishing emails in the spam folder significantly
reduced login interaction rates (—90%, p < .001) and showed re-
liable, significant effects among all groups of employees, ranging
from small to medium effect sizes. Disabling hyperlinks signifi-
cantly reduced login interaction rates by —61% overall (p < .001).
While the effect size was small, the reduction was consistent across
all hospital staff groups—except for Admin & IT, where the effect
was negligible and non-significant. Notably, among groups where
the intervention was effective, the reductions were substantially
greater than the overall mean.

The active warning site produced a significant overall reduction
in login interaction of —44% (p < .01), reflecting a small effect size.
However, subgroup analyses showed that this effect was almost
entirely driven by Other Personnel, who exhibited a 70% reduc-
tion—comparable to link disabling and even surpassing phishing
banners. For all other staff groups, the intervention had negligible
and non-significant effects.

4.3.5 Summary. Explicit phishing warning banners and delivering
emails into the spam folder produced the strongest overall reduc-
tions in login interaction rates. Disabling links and tagging external
emails using banners were somewhat less effective and less reliable.
Active warning pages had even smaller, less reliable effects. How-
ever, the impact of these interventions varied dramatically across
occupational groups. For example, interventions in the categories
heuristic and external tagging were up to 40% more effective for
Other Personnel than for other groups. This suggests that some
interventions are more or less effective for specific staff segments.

4.4 Hospital Staff Emotional Response

To answer RQ4, What negative emotional responses should hospitals
expect from staff after falling for a phishing simulation?, we analyzed
survey data on emotional reactions from Study I and summarized
additional observations from the phishing simulation.

4.4.1 Emotional Responses. Five hundred thirty employees partici-
pated in the survey on the debriefing page in Study I, which is a
response rate of 28.8%. 60% of the respondents reported feeling mod-
erately to extremely scared in response to the phishing simulation.
40% experienced shame or guilt to a similar extent, and 25% felt hos-
tile (cf. Fig. 7). Polychoric correlation analysis further revealed sig-
nificant positive relationships between these emotional responses.
To test for differences between employee groups, we conducted
Kruskal-Wallis rank sum tests for feeling guilty (y%(3) = 5.86,
p = .119), scared (y?(3) = 4.61, p = .203), hostile (y*(3) = 5.61,
p = .132), and ashamed (y%(3) = 7.00, p = .072). None of the
tests reached conventional statistical significance (p < .05), indi-
cating that there is no strong evidence to suggest that participants’
emotional responses differed systematically across the groups.
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Figure 7: Participants’ self-reported emotional responses to
the phishing simulation (n = 530 responses). Respondents are
hospital staff who entered login credentials on the phishing
website and voluntarily participated in the survey.

4.4.2 Additional Employee Responses. We noted several unantici-
pated incidents during the phishing simulation. Notably, a small
number of employees actively responded to the campaign in ways
that revealed operational and ethical implications.

One employee reported the phishing website to the hosting
provider, who then contacted us directly, disclosing the employee’s
name and email by forwarding the unredacted ticket. Another em-
ployee reached out with ethical concerns, to which we responded
with a pre-prepared document outlining the study’s rationale, ethi-
cal justification, and contact information. A third employee reported
technical issues accessing the spoofed login page, unaware it was
part of a simulation. The hospital also received several internal
inquiries related to this matter. While these interactions revealed
some identities, none were linked to behavioral or survey data.

5 Discussion

5.1 Phishing Susceptibility

Our analysis of Study I shows that a relatively small number of
phishing emails are highly likely to result in at least one employee
in a large organization interacting with a phishing login prompt
within 12 to 24 hours. We also found a “second wave” of employee
engagement on the next workday and still some engagement on the
third day, showing that phishing emails remain a threat for several
days. Removing or flagging them within the first day seems critical.

We cautiously estimate that our modeling of phishing suscepti-
bility likely represents an upper bound. In particular, the observed
click rates in Study I are at the higher end of the spectrum reported
in previous literature on phishing in hospitals [36, 37, 40, 64] as well
as the broader cybersecurity literature [70]. Click-to-login-prompt
interaction rates, however, are more difficult to classify due to the
lack of systematic reporting in existing research.

Furthermore, our systematic comparison of ten email features
reveals substantial variation in phishing susceptibility. We provide
empirical evidence that the situational factors day-of-week and
time-of-day can be strategically exploited by attackers to increase
phishing success in organizations. Notably, slightly higher suscep-
tibility on Fridays suggests that hospitals should bolster support
staffing at the end of the week and on weekends. Mainly, because
phishing emails gain a “second chance” on Monday morning.

We also found that some in-the-moment features influenced be-
havior—particularly distraction-based techniques. The strongest
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effect emerged for loss framing compared to gain framing. In con-
trast, urgency cues had weaker effects, and strong affective language
had no significant impact—despite being common in phishing [31]—
with trends even pointing negatively. Likely, strong affective lan-
guage already serves as a familiar warning signal to employees.
Features related to authority and liking (e.g., personalized salu-
tations) showed weaker or negligible effects. For authority cues,
this may be because employees tend to disregard the domain part
of email addresses (Local@domain.org) [50] and focus on the lo-
cal part instead, or they may skip reading closing lines altogether.
These findings open up promising directions for future research.
We further observed that context influenced response: phishing
emails framed as payroll-related yielded higher login rates than gen-
eral Outlook notifications. Surprisingly, plain-text emails resulted in
significantly more risky behavior than HTML-formatted ones. This
may reflect a false sense of security, as hospital staff might associate
plain-text formatting with legitimate internal communication [45].
Most importantly, our study shows that phishing susceptibility
varies substantially across occupational groups, exposing the flaw in
treating staff as a uniform population—a common approach in orga-
nizational phishing research [74, 86], including in the hospital con-
text [36, 37, 40, 64]. For example, susceptibility among the Medical
group increased by nearly twice the average when exposed to plain-
text emails, payroll-related content, and urgency cues (cf. Table 2).
Moreover, Medical and Nursing & Functional staff responded to
the same email features in divergent, non-overlapping ways—each
differing again from the Admin & IT group, which represents a
typical job segment that is common in phishing research [74]. This
suggests that findings based on one staff group cannot be easily gen-
eralized to others [12]. Finally, the consistently significant effects
observed in the heterogeneous Other group likely reflect internal
variability, reinforcing the need for more fine-grained analysis.
While differences between hospital staff or email characteristics
in the range of 3 to 13 p.p. may appear small, they have substan-
tial practical implications in organizational settings. For example,
switching from an HTML to a plain-text phishing email that in-
creases risky behavior by five p.p. in a hospital with 8,500 employees
could result in 425 additional login interactions. Given the issues we
observed with internal phishing reporting, our findings underscore
the need for hospitals to implement robust internal communication
and reporting mechanisms [45, 49, 66, 67]. This can indeed be chal-
lenging in hospitals, especially on weekends, when only first-level
support—often without security training—is available [76].

5.2 Efficacy of Anti-Phishing Interventions

Overall, eight of eleven common in-situ anti-phishing interventions
significantly reduced login rates by —38% to —93%. In line with
previous findings [42, 49], embedded explicit phishing warnings
were especially effective, as was filtering phishing emails directly
into spam folders. The most effective single intervention combined
sender name invalidation with embedded phishing warnings. Al-
though not formally tested for significance, it lowered login rates
by an additional 13 p.p. compared to the default phishing banner,
suggesting that suppressing sender information disrupts heuristic
processing and promotes more careful evaluation [45, 66]. Notably,
display name suppression alone had a negligible overall effect but

Jan Tolsdorf, David Langer, and Luigi Lo lacono

significantly cut login rates by half among Other Personnel. We
therefore recommend further investigation of sender name manip-
ulations, particularly when combined with warning banners.

The interventions of active warning pages and link disabling
showed mixed results. Active warning pages reduced clicks by
44%, and link disabling by 61%, indicating potential. However, the
practical utility and acceptance of link disabling remain unclear.
The hospital’s CISO team raised valid concerns about usability:
indiscriminate link blocking could disrupt workflows, increase time
spent on tasks, and offer poor cost-benefit tradeoffs for users [32, 39].
Selective deployment, such as disabling only external links, may be
a more viable option. Long-term use could also lead to behavioral
workarounds—for example, users habitually copying and pasting
URLs. The effectiveness of friction-based interventions likely de-
pends on context: in low-stakes cases like cafeteria vouchers, users
may abandon the attempt; in high-stakes cases such as payroll or
email access, they may bypass the friction regardless.

Moreover, the use of [EXTERNAL] tags showed limited efficacy.
It significantly reduced login rates only when displayed as a banner
or applied across multiple locations (banner, subject line, and From
field). One possible explanation is that staff were not trained to
recognize or interpret the meaning of external tagging, whereas
the banner provided additional context. As a result, employees may
not have perceived the tag as a security cue [88].

Furthermore, we cannot recommend using plain text emails as
a defense strategy to hinder users from relying on weak visual
cues [32, 45] as they resulted in higher susceptibility (cf. Sec. 5.1).

Lastly, we observed substantial differences in the effectiveness of
interventions across occupational groups. This suggests that some
staff groups may benefit more or less from specific interventions.
Especially Other Personnel consistently showed significant effects
in login rates across all interventions, with reductions ranging from
43% to 98%. This group had both higher baseline susceptibility and
a larger sample size, which likely contributed to greater statistical
power. Interestingly, the Nursing & Functional group, despite being
similarly large, exhibited weaker and less consistent effects.

In conclusion, several widely available in-situ anti-phishing in-
terventions show potential to reduce risky behavior. However, our
results should be interpreted with caution. The tests were conducted
under controlled conditions and likely overestimate real-world,
long-term effectiveness. They do not account for repeated exposure
and false positives—i.e., legitimate emails incorrectly flagged as
phishing—which can lead to habituation [11, 78]. Continuous expo-
sure to false alarms may erode the protective effect over time. This
concern is especially relevant for indicators that operate indepen-
dently of technical detection, such as EXTERNAL tags. Given users’
well-documented tendency to ignore passive indicators [22] and
habituate to visual warnings [46], the long-term efficacy of these sig-
nals remains questionable. Especially long-term and group-specific
effectiveness requires careful evaluation in the future [11].

This leads to a central insight: while in-situ anti-phishing mea-
sures can help delay compromise in small-scale campaigns, they
are not sufficient on their own. These interventions may buy time
and increase attacker effort, but they must not be seen as a sub-
stitute for robust technical controls. Our findings reinforce that
employees are an inconsistent line of defense—and that effective
phishing protection depends on strong, system-level safeguards.
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5.3 Measurements in Phishing Simulations

The range of observed click and login rates between 21.5% to 43.8%
in Study I and 18.2% to 39.7% in Study II, respectively, reveals nearly
twofold differences [75]. This variability underscores the impor-
tance of systematically assessing phishing email difficulty, as em-
phasized by frameworks like the NIST Phish Scale [20, 71].

However, our results suggest that heuristic approaches like cue-
counting, as used in the Phish Scale, have strong limitations. Even
subtle cue variations produced large shifts in behavior, indicating
the need for empirically grounded risk models [72]. Controlled
experiments like ours offer a foundation for such models, enabling
more accurate email profiling and risk assessment.

Our findings highlight the need for caution when interpreting
changes in click or login rates as evidence of improved phishing
awareness—a common practice in both research and real-world
assessments [36, 37]. While prior studies acknowledge topic-based
variation [36, 40], our results show that even within a single topic
(e.g., payroll or Outlook), small changes in presentation, timing, or
affective framing can shift behavior by up to 21 percentage points.
Even seemingly minor factors, like time of day, had measurable
effects. This makes direct comparisons across emails over time
unreliable unless email properties are carefully controlled.

Furthermore, our results challenge the validity of using click
rates as a valid proxy for risky behavior, an issue noted in prior re-
search [40, 70]. In particular, while we observed high click-to-login
conversion rates (min = 79%, max = 91%) with a small standard
deviation (4%) in Study I, we, in contrast, observed much smaller
click-to-login rates (min = 46%, max = 88%) with a much larger
standard deviation (12%) in Study II. This means that even under
“perfect” conditions, as in Study L, click rates only provide a very
rough estimator at best. Meanwhile, click rates can also dramat-
ically overestimate any harmful action, as seen in Study II. This
discrepancy is especially important when evaluating the efficacy of
anti-phishing interventions. For example, a click-to-login rate of
46% suggests that users may still open phishing links but choose
not to log in, possibly because the intervention did not prevent the
click but did raise enough suspicion to stop further engagement.
While drive-by downloads are often cited to justify measuring
clicks [32, 72, 84], their actual risk is negligible in modern, well-
managed IT environments compared to human error [15].

Moreover, our findings highlight the risks of relying on aggre-
gated metrics. For example, Nursing & Functional and Medical staff
showed divergent susceptibility to the same email features, yet the
larger size of the Nursing & Functional group disproportionately
influenced overall effects: Day-of-week timing showed overall sig-
nificant effects, although the Medical group responded with a null
effect. This kind of variation exposes a key limitation in common
phishing research practices [36, 37, 40, 64]: they obscure group-
specific vulnerabilities. If we wish to uncover risks and develop
effective, targeted interventions, researchers and practitioners must
move beyond aggregate analyses, especially in environments with
a heterogeneous workforce.

In conclusion, we strongly recommend that future studies—and
any organization conducting phishing simulations—collect more
granular behavioral outcomes to enable accurate comparisons and
improve the robustness of susceptibility assessments. Consistent
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with recent work [40, 49], our findings also highlight the importance
of using methods that support causal inference, such as randomized
controlled designs, to validly track changes over time. However,
these approaches require statistical and methodological expertise
and may be difficult to implement in resource-constrained settings.

5.4 Emotional Response to the Simulation

Our findings suggest that phishing simulations can provoke sub-
stantial emotional responses among hospital staff. While partic-
ipation in the affective response survey was voluntary and not
representative of the entire workforce, the absolute numbers are
substantial: between 100 and 300 employees reported moderate to
extreme feelings of fear, shame, guilt, or hostility in response to the
simulation. These results must be viewed in light of the broader
working conditions in healthcare, where EU health and social care
workers report the highest levels of psychosocial stress—driven
by chronic time pressure and workload [24]. In this context, any
additional emotional strain introduced by phishing simulations
deserves serious attention. Prior research suggests that negative
emotions such as fear or shame can impair security behavior [68].

That said, our data also show a tendency for employees to report
feeling scared more often than hostile. Since we did not ask about
positive emotions, it remains possible that some staff viewed the
simulation as neutral or even beneficial—a pattern observed in other
sectors [48, 67, 68]. Additionally, prior work suggests that employee
sentiment often improves over time with repeated exposure [67].

Still, even in relative terms, a 25% hostility rate in large organi-
zations implies that CISOs and IT must be prepared to manage a
potentially substantial volume of complaints and concerns. In our
case, multiple employees contacted both researchers and the CISO
team with ethical objections and resistance to the simulation. These
responses require time, communication, and support—resources
that must be planned for alongside technical implementation and
training [14]. Running the simulation itself required extensive coor-
dination with internal stakeholders, including the CISO, staff coun-
cils, data protection officers, and hospital leadership. Researchers
and practitioners aiming to study this domain must be prepared
not only to justify their efforts to hospital staff but also to commit
to what is often a lengthy and demanding process.

6 Conclusions

This study presents the first large-scale phishing simulation in a
European Union hospital, showing that even small campaigns have
a high likelihood of success and remain a risk for several days.
Susceptibility varied across staff groups, with notable differences in
response to both email features and anti-phishing interventions. Of
the 11 human-centered interventions tested, explicit warning ban-
ners and automated spam filtering were most effective. Disabling
links and active warning pages showed mixed but promising effects.
In contrast, [EXTERNAL] tagging showed less reliable or no effects.
Overall, our results underscore the need for strong system-level
safeguards rather than relying on the anti-phishing interventions
commonly available in enterprise email products. Finally, many hos-
pital staff reacted to the phishing simulation with fear, shame, guilt,
and even hostility, underscoring the need for careful balancing of
the supposed benefits against potential psychological costs.
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